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Abstract

Dairy owners spend significant effort to keep their animals
healthy. There is good reason to hope that technologies such
as computer vision and artificial intelligence (AI) could re-
duce these costs, yet obstacles arise when adapting advanced
tools to farming environments. In this work, we adapt AI tools
to dairy cow teat localization, teat shape, and teat skin condi-
tion classifications. We also curate a data collection and anal-
ysis methodology for a Machine Learning (ML) pipeline. The
resulting teat shape prediction model achieves a mean Av-
erage Precision(mAP) of 0.783, and the teat skin condition
model achieves a mean average precision of 0.828. Our work
leverages existing ML vision models to facilitate the individ-
ualized identification of teat health and skin conditions, ap-
plying AI to the dairy management industry.

Introduction
Traditionally, dairy cow teat health assessment requires
close examination by a trained professional. Although vet-
erinarians routinely perform this task as part of dairy clini-
cal practice, dairy workers in small farms find the task time-
consuming, reducing the accessibility of a valuable predic-
tive tool. On large farms, individualized teat health assess-
ments are impractical: thousands of cows might be managed
by a few dozen workers. Yet daily examination of cow teat
health could catch changes that might be early precursors
of animal health issues. Our work focuses on dairy cow teat
health assessment through the creation and deployment of
computer vision.

There has been limited research on machine-learning
techniques for solving this problem even in rotary milking
parlors with excellent lighting, good animal separation, and
high-quality animal identification. One widely cited effort
studied cow teat condition classification from a veterinary
perspective (Mein et al. 2001), but focused on clinical set-
tings and did not consider the use of machine learning mod-
els for identifying teat shape. Our project provides a more
comprehensive machine learning solution for use in milk-
ing parlors. Here we report on data collection, preparation
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of training data sets labeled with domain-expert knowledge,
development of fully-trained ML models, and assessment of
its performance using data from commercial farms.

A well-known concern about ML is that training mod-
els can be prohibitively expensive. Unusually, our approach
avoids the need to undertake model training from the
ground up. We evaluated a variety of preexisting open-
source computer-vision models, identifying one model that
had good baseline performance. We then performed fine-
tuning of its model parameters and conducted additional
training with our labeled data, obtaining a refined open-
source model that can perform cow teat localization, teat
shape, and skin condition classification with high accuracy
and yet at low cost.

Accordingly, this paper focuses on three questions:

1. Can we obtain high quality still images (keyframes) from
fixed video cameras in a rotary milking parlor?

2. Given a choice of images for one cow, can we select the
image that best visualizes the stall-id and the cow’s teats?

3. Can we accurately classify teat shape and skin condition?

Answering these questions will contribute to dairy science
in several ways. In a practical sense, our work is a step to-
wards routine monitoring of teat shape and teat skin condi-
tion in a medium-size dairy farm, enabling us to study the
actual value of this sort of information. We hypothesize that
deploying our ML models could improve dairy herd man-
agement, pinpoint issues that arise, and enable timely in-
tervention to head off mastitis or prevent the spread of po-
tentially contagious pathogens, but followup studies of de-
ployed solutions will be needed to validate or refute this be-
lief. Our approach additionally yields data suitable for inclu-
sion into repositories that could be used to develop follow-
on machine-intelligent solutions (such as for evaluating an-
imal gait and to sense evidence of discomfort), even as we
also use to further refine our models. We also hope to extract
a variety of metrics for dairy productivity, which would be
valuable when optimizing farm performance.

Production deployment of our ML solution still lies in
the future: this paper is focused on the ML tools them-
selves. As noted, because we based our solutions on exist-
ing open-source, off-the-shelf AI vision tools, our approach
can be carried out on standard laptops. This contrasts with
past approaches that required data-center scale computing



resources and were environmentally problematic. Moreover,
by identifying and resolving the practical problems that arise
when deploying ML solutions into a rotary milking parlor,
we expose tradeoffs that other researchers with similar goals
might encounter. As an example, we find that there are only a
few locations at which cameras can conveniently be placed,
and identify timing constraints that would arise if an imme-
diate response to a teat condition (such as spraying a medic-
inal solution) should occur before the animal leaves the par-
lor. For each identified question, we discuss our proposed
solutions, lowering the bar to further work in this domain.

Scientific Background
Dairy Cow Teat Health Metrics
Dairy cow teat condition is widely used as a predictor of
not animal health and anticipated milk quality (A J Seykora
1985; Wieland et al. 2018; Seykora and McDaniel 1985b).
Poor or gradually degrading teat health is recognized as a
risk factor of mastitis: one of the most important dairy dis-
eases due to its harmful consequences for farm productiv-
ity (Ruegg 2003). Mastitis prevention strategies typically fo-
cus on two approaches: minimizing bacterial presence at the
teat end and enhancing the cow’s natural resistance to these
pathogens (Hogeveen et al. 2011). Studies have shown that
teat-end shape is correlated with a cow’s resistance to de-
veloping mastitis (Lojda and Matouskova. 1976), somatic
cell count and percent 2-min milk (Seykora and McDaniel
1985a; Wieland, Nydam, and Virkler 2017).

To create a ground-truth data set for teat condition clas-
sification, our team works with veterinarians and veterinary
assistants, who supervise certain milking sessions, manually
scoring each cow’s teats with respect to shape and skin con-
dition. The scoring metrics used for teat shape assessment
are based on Seykora and Daniel (A J Seykora 1985) guide-
lines, wherein teat shape is scored as [1: pointed, 3: flat,
7: round-flat, 8: round-ring]. For skin condition assessment,
the veterinary team employed Neijenhuis (Mein et al. 2001)
guidelines, scored as: [1: normal skin, 3: teat with open le-
sion].

In a clinical setting, visual teat analysis would be sup-
plemented by tactile assessments. There are other condition
scoring dimensions that could be performed, including evi-
dence of hyperkeratosis (Hillerton 2005), presence of hock
lesions (Kielland et al. 2009), quality of lower leg hygiene,
quality of udder hygiene (Schreiner and Ruegg 2003; Cook
and Reinemann 2007), and presence of skin-open lesions.
All of these are important in clinical mastitis risk health as-
sessment, and our future work will need to explore, although
physical manipulation of the teats would not be practical in
our setting, hence we would need to explore other traits that
track the evolution of teat condition over time, such as red-
ness/swelling and painful reaction to contact with the milk-
ing equipment.

Machine Learning for Dairy Health Management
Our effort contributes within the broader area of technology
development for dairy farm automation and management.

The area is active, and includes prior work that studied, eval-
uated, and deployed machine learning techniques for tasks
that include overall farm management (nutrition, hydration,
animal activity), herd reproduction management, and animal
behavior analysis (Slob, Catal, and Kassahun 2021a; Cock-
burn 2020). Many in the field are arguing that the future
dairy farm could be reconceived as having a cyber coun-
terpart (sometimes called a digital twin), in which the farm
is modelled as a generator of many distinct data streams,
each with its own purpose and data formats, and each used
to train and then trigger a specialized task-specific model or
database functionality.
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Figure 1: Milking parlor and duo-camera setting illustration

Dairy cows must be identified when entering the rotary
milking parlor so the milking data can be obtained from
each cow and integrated with the existing dairy informa-
tion management system. Currently, this is done using num-
bered ear tags, Radio Frequency Identification (RFID), and
(as needed) human visual inspection. Our work does not cur-
rently explore options for augmenting these with computer
vision tools, but such a step is certainly a possibility for fu-
ture investigation.

Given an identified animal, two data types can be used
as inputs to a machine-learning pipeline. One category con-
sists of numerical (tabular) data. Numerical metrics can be
captured using sensors, laboratory reports, and milk quan-
tity measurements. The resulting data set can then be used
to train models for assessing health metrics, such as heat
stress (Gorczyca and Gebremedhin 2020), estrus (Fauvel
et al. 2019), mastitis (Fadul-Pacheco, Delgado, and Cabr-
era 2021) prediction, and behavioral analysis (Rutten et al.
2013) to assist dairy management. For example, (Fauvel
et al. 2019) utilized cow’s activity and temperature data in
their LCE algorithm that enables automatic estrus detection.
(Fadul-Pacheco, Delgado, and Cabrera 2021) integrated data
from cow’s health records to develop machine learning mod-



els for early prediction of clinical mastitis.
The second pipeline involves images and other image-like

data such as ultrasound. For example, computer vision mod-
els have been developed that can produce a Body Condi-
tion Scoring (BCS) metric, computed by analysis of two-
dimensional or three-dimensional photos or videos, ther-
mal images, and even by fusing multiple imaging modali-
ties by capturing simultaneous information using more than
one imaging device (Bercovich et al. 2013; Spoliansky et al.
2016; Halachmi et al. 2008). Vision-based machine learn-
ing models can be trained for tasks such as identifying indi-
vidual dairy cows, categorizing feeding behavior monitoring
(Achour et al. 2020), and labeling body parts in a full ani-
mal image (Jiang et al. 2019). In future work we will link
the two kinds of data to arrive at a single holistic perspective
on animal health that integrates all forms of information and
tracks temporal evolution of animal health.
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Figure 2: Overall System Workflow

As noted earlier, most prior research on the use of ML
in dairy animal health assessment has occurred in clinical
settings, where a veterinarian is examining a single ani-
mal (M R, N K, and V 2022; Porter, Wieland, and Basran;
Gupta et al. 2024). In Slob et al.’s systematic review of ML
applications on dairy farm management, teat health classi-
fication is the most heavily used ML metric, and mastitis
detection is the most important task dependent upon the as-
sessment results (Slob, Catal, and Kassahun 2021b). Also
relevant are clinical tools that can assess teat conditions for
individual animals (Basran, Wieland, and Porter 2020). Al-
though our work explores ideas motivated by these clinical
tools, we believe that the long term future will tend to dif-
ferentiate routine health management of the herd (“outside
the clinic”) from the types of tools and tests performed in
clinical environments.

Data Processing
Data Collection
We collected video datasets from an Upstate New York dairy
farm on October 9th, 2023. The video streams were captured
using dual GoPro cameras positioned at lower and parallel
angles relative to the cow teats. The veterinarian (a milk
quality and udder health specialist with 17 years of expe-
rience as bovine veterinarian, certifications: Dip. ECBHM,

PhD, DVM) scored the teat shape and skin condition man-
ually, following the Seykora and Daniel (Seykora and Mc-
Daniel 1985a) guidelines.

Although a GoPro captures video, the video data stream
itself consists of a series of still images called keyframes
separated by zero or more delta frames. For our work, we
limited consideration to the key frames. We disable GoPro
data compression and automated image touchup: any image
transformation could conceal a teat condition issue much as
makeup and digital transformations can conceal skin defects
or artificially manipulate an actor’s appearance in a movie.

As shown in Figure 1, the milking parlor consists of a se-
ries of stalls that move slowly in a circle. The cow enters for
premilking teat preparation, is milked, then released back
into the dairy herd. Our cameras are fixed in place and con-
tinuously record video of the cows’ teats and udders as the
parlor rotates past. This yields multiple images of each ani-
mal after milking, but while still in the rotary parlor (Green
stalls, Figure 2). Our camera position was such that an au-
tomated response to the analysis would be feasible provided
that assessment occurs within a second or two.

Data Labeling
Traditionally, computer vision training starts with acquisi-
tion and annotation of comprehensive image datasets that of-
ten have hundreds of thousands of examples. In contrast, our
work adopts a preexisting computer vision model trained on
very general data, but then additionally trains it for the dairy
task. This, our focus is on aspects specific to dairy teat health
assessment. We start by selecting high-quality keyframe im-
ages from the data set collected from the farm. This selection
process discards images where teats are difficult to distin-
guish, with blurring or poor lighting and motion effects. For
training purposes, our veterinary experts considered only the
selected data, annotating a portion which we used to refine
the vision model’s ability to detect the teats, classify teat end
shape, and assess teat skin condition.

Data preparation is carried out using a package called La-
belMe1. LabelMe output takes the form of JSON files con-
taining annotation details for each image in a dataset (Rus-
sell et al. 2008). To conform to the standard COCO (Com-
mon Objects in Context) object detection dataset format (Lin
et al. 2014), a format favored in many deep learning frame-
works, we then implement a custom aggregation process that
consolidates these annotation files into cohesive datasets.
Data consolidation involves the development of a tailored
script to systematically collate annotation data from the in-
dividual JSON files generated by LabelMe. The resulting
dataset is organized into two comprehensive JSON files: one
intended for use during model fine-tuning (training), and the
other for validation. A conventional train-test split is applied,
with 90% of the data allocated for model training and the re-
maining 10% used for validation.

Automated Keyframe Selection
The first step is to create an ML specialized in evaluating
image quality within a stream of keyframes. There are two

1http://labelme.csail.mit.edu/Release3.0/



subtasks: (1) identification of images that include the cow’s
stall ID; (2) selection of 2-3 high-quality teat images. These
both occur on the same video segment, which shows an in-
dividual cow for approximately 3 seconds each.

Data selection proves to be surprisingly challenging. As
an example, consider the identification of the stall ID. Even
if an image contains an ID tag, it could be out of focus, the
tag may be obstructed, or the frame may capture half of it
as the parlor rotates. Accordingly, the algorithm uses two
criteria for the frame selection (1) high confidence from the
OCR; (2) if the location of the tag is not on the left or right
edge in the frame, which is likely to truncate out part of the
number. The OCR model we use to identify the numbers in a
frame has an accuracy of 99%. We fine-tune a FasterRCNN
model to identify and segment the sub-keyframe. The model
achieves an accuracy of 99% on a given frame.

Having selected an image, we organize data about a given
cow using a single file system folder per animal, per milking
session. To this end, we write a Python program that auto-
matically extracts keyframes, determines the stall ID, creates
a suitable folder, and then stores the associated keyframes in
that folder.

Experimental Evaluation
Model Settings
For teat health assessment purposes, we consider a set of
candidate object detection models. We select Faster-RCNN
(Ren et al. 2015) model as a baseline. The foundational vi-
sion models in this project utilize either convolutional layers
or multi-head attention blocks, and sometimes both. These
models are benchmarked in our dataset with different scales
to study the trade-off between better model system met-
rics (run time, memory consumption) and better model per-
formance metrics (validation accuracy and bounding boxes
mean average precision for small objects). We include both
two- and single-stage models and will discuss this in the fol-
lowing section. In the experiment described below, we use
mean average precision (mAP) as the performance metric,
more specifically, mAP for small objects. We defer the de-
tailed discussion of the metric in later sections.

Fine-tuning the Candidate Models
Our overall approach is as follows. First, we undertake an
offline process to fine-tune each of the candidate computer
vision models using an inexpensive training process that
refines the standard model parameters to optimize perfor-
mance for data collected in our milking parlor. Next, we
expose each tuned model to production data. The human-
expert ground truth labels are used to assess the performance
of our automated scoring solutions.

Our work requires models for teat shape identification and
teat skin condition classification. We run both tasks on each
sub-image (each distinct teat). We consider both two-stage
models and single-stage models. Faster-RCNN (Ren et al.
2015) is a two-stage detector, which relies on a Regional
Proposal Networks (RPN) to propose many potential re-
gions of interest (RoI) and then applies a classifier backbone.
YOLO-F (Chen et al. 2021), a modified version of YOLO, is

a single-stage detector. We then consider the State-Of-The-
Art (SOTA) models often observed to have end-to-end trans-
former architecture. DINO (Zhang et al. 2022), a modified
version DETR (Carion et al. 2020), uses a transformer archi-
tecture.

Our review of prior research on automated teat condition
scoring suggests that the two-stage Faster-RCNN should be
viewed as today’s best baseline option for teat localization.
We evaluate this baseline both in terms of the scoring perfor-
mance achieved and the time needed to carry out the scoring
procedure: a rotary milking parlor never stops, and this im-
poses a form of deadline.

Next, we use our collected and hand-labeled dataset to
fine-tune the candidate ML models for cow teat localization
and then to optimize skin condition and shape classification
within the localization sub-images. We explore ML mod-
els under two different network architectures: a two-stage
detector and a single-stage detector. Models with two-stage
detector architecture, rely on a Regional Proposal Networks
(RPN) to propose many potential regions of interest (RoI),
and then applies a classifier backbone. Faster-RCNN (Ren
et al. 2015) comes from this setup. Models with single-
stage detector architecture merge the two stages into one.
Under this architecture, we trained a modified version of
YOLO (Joseph Redmon 2015), YOLO-F (Chen et al. 2021).

Over the past few years, transformers have achieved great
success in the vision domain. We select DINO (Zhang
et al. 2022) (a modified version of the first end-to-end ob-
ject detector, DETR (Carion et al. 2020)) as a candidate
transformer-based solution.

Experimental Results
All experiments are carried out on an NVIDIA RTX 4090
GPU. We use mAP as our performance metric. For COCO
datasets, mAP is calculated for Intersection over Union(IoU)
values. The IoU is derived by the area of overlap divided by
the area of the union in between the ground truth bounding
box and the predicted bounding box. Our dataset consists of
only small-scale objects whose areas are often smaller than
32 × 32 pixels. So, during training, we focus on the mAPs.
For the teat shape identification task, we adopt the afore-
mentioned scoring system and assign one of four class labels
[1, 3, 7, 8] from worst to best teat shape conditions. For the
skin condition detection, we consider a total of 2 class la-
bels, [C1, C3], with class C3 indicating the existence of skin
lesions (Mein et al. 2001), and C1 indicating the healthy skin
condition.

For the model configurations, we use a standard ResNet-
50 as the classifier backbone for all three models, while the
model scales are rather different. For Faster-RCNN, if we
use a batch of 100 images with an input shape of 2704 ×
1520 × 3, the model consists of 41.364 million parameters,
and it requires 0.208 TFLOPs. For YOLO-F, using the same
input shape, the model consists of 42.409 million parameters
and requires 98.808 GFLOPs to execute. For DINO, we have
a model with 47.546 million parameters and requires 0.274
TFLOPs.

As seen from Table 2, DINO delivers the best perfor-
mance and only consumes around 110% in runtime, com-
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Figure 3: Teat shape images, labels and train loss curve

pared to the baselines.

model name validation mAPs avg inference time
DINO 0.783 628 ms

YOLO-F 0.634 598 ms
Faster RCNN 0.573 576 ms

Table 1: List of Teat Shape model performance, mAPs
stands for the bounding boxes mean average precision for
small objects

model name validation mAPs avg inference time
DINO 0.828 505 ms

YOLO-F 0.615 498 ms
Faster RCNN 0.695 463 ms
Table 2: List of Teat Skin Condition model performance
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Figure 4: Skin Condition bounding-box training loss curve

In figure 4, we notice that DINO’s loss value is actually
higher than the loss for our baseline model, and yet DINO
outperforms our baseline by around 0.133 when deployed.
Such a finding indicates that the baseline model is prone to
overfitting to the training set, becoming a “narrow special-
ist” on training data and yet giving weaker results in actual
deployment.

DINO is slightly slower than other models, but not signif-
icantly so. Indeed, the sub-second performance we obtained
is still more than adequate to enable an automated action if
a teat health problem is sensed, provided that the computer

vision inference task will run physically close to the video
camera, with a fast way to access the video data. Had we de-
ployed our solution on a cloud, delays for uploading video
to the cloud could easily have dominated the inference time,
but given that our model is small enough to run on a standard
laptop, on-premise deployment is reasonable.

Discussion
Efficient Data Storage
The automatic data processing pipeline described in Section
transfers the camera-captured video to a keyframe for stor-
age as part of an animal health record and training dataset.
One of the reasons for using keyframes instead of raw video
is memory efficiency. While raw video contains a lot of in-
formation, much of that information is irrelevant to the re-
search, and the video camera continues to run even when
there is no cow in the milking parlor. Moreover, there are cir-
cumstances where the image shows crossed teats, or where
one teat obscures another, and hence little can be determined
about the condition of the hidden teats. From a different an-
gle, that same teat might have been clearly visible.

A keyframe is much smaller then a full video clip, and
the segmented portion of the frame containing the cow teats
even more so. From our collected data, the measured aver-
age size per image frame that contains full image with four
teats is 800KB on disk. The average size for a segmented
teat image is 10KB on the hard disk. In comparison, for a
clip of 10-minute raw video that takes 4GB on disk, the dis-
tilled keyframe folder is only 139.5MB, whereas removable
intermediate images occupy 581MB. The intermediate im-
ages contain the keyframes for stall ID and teat candidate
images, from which we choose the one where the teats are
centered and clear as the record to store. The memory re-
quired to store the raw video file would be almost 28 times
more than is required to store the keyframe.

Machine Intelligence for Dairy Farms
ML models can significantly enhance dairy farm health
management by operating more efficiently and effectively,
capturing nuances that expert veterinarians might miss dur-
ing long working hours or in an intense farming environ-
ment. These roles often involve repetitive teat health scoring



tasks. Our duo-camera models can operate 24/7, collecting
time series data of teat keyframes. This machine intelligence
can provide veterinarians with valuable evidence to support
their evaluations and judgments. Furthermore, this technol-
ogy can be scaled and adapted to other agricultural fields.

We discuss our positive Life Cycle for iteratively improv-
ing our model’s performance with the improved quality and
quantity of data we collected. We consider a multi-phase
setup, where the deliverable for each stage would be de-
ployed to help with further improvement that happens dur-
ing the next stage. In particular, we started with a low-data
paradigm, where we have quite a limited amount of data,
but with high-quality annotation. We train a model based on
this preliminary dataset. With this model deployed, we were
able to automate the process of data collection and remove
the unnecessary storage overhead of most video files, and
only obtain keyframes. Our animal scientist would move on
to annotate the high-quality raw keyframes. While we are
expanding our dataset, we will be expecting our dataset to
incorporate the quantity and quality requirements for devel-
oping the ML models. Additionally, we also argue that with
the amount of data we are aggregating, we will be able to
automatically eliminate the long-tail distribution of classes
that currently exists in our dataset.

Limitations & Future Work
This paper focuses solely on teat shape identification and
skin condition score predictions. However, in future studies,
we aim to incorporate additional criteria for teat evaluations,
such as predicting teat-end hyperkeratosis scores or assess-
ing udder health in multidimensional teat health analysis. By
expanding the scope of teat evaluations, we can achieve a
more comprehensive analysis of teat health.

Moreover, there is a need for more balanced datasets in
AI-based duo-dimensional teat health analysis, particularly
due to the scarcity of labels for rare cases. For instance, in
our current skin condition dataset, our ratio between nor-
mal C1 labels and abnormal C3 labels is 925:44. The unbal-
anced dataset limits the model to learn from the abnormal
situations and impacts model performance. Through large-
scale, long-term data collection efforts, we anticipate that
our models will demonstrate improved performance in iden-
tifying and analyzing these less common labels. In the future
work, we plan to collect data from additional farms to ensure
more balanced datasets.

We could further investigate additional data augmentation
techniques, such as large-scale jittering (LSJ), to enhance
image resolutions, camera angles, and lighting conditions,
ultimately improving the overall performance of our mod-
els. Given that our current datasets were collected under fa-
vorable lighting conditions, future large-scale data collec-
tion efforts will involve capturing keyframes from diverse
environments and implementing methods to enhance image
quality.

Our project relies on ground truth labels derived from
veterinary expertise. However, teat condition is subjective,
hence any single professional could err when scoring, cre-
ating a puzzle: if our model is incorrect, did it learn from
incorrect training data, or was it confused by poor light-

ing, animal skin pigmentation, or some other factor? In sit-
uations where ground truth eventually becomes available,
techniques such as a confusion matrix (gradient ascent) can
offer insights into when and why automation classification
errors arise. This suggests that one could eventually create
systems that might dynamically improve their performance,
effectively learning from experience.

Conclusion
We explore teat localization and shape classification using
ML models using a preliminary dataset of 348 images with
968 objects from 4 distinct classes. For teat skin conditions,
we generate 946 labels to train ML models for teat health
analysis. In this paper, we explore different object detectors
across various architectures and found that DINO performs
best overall. Our automated digital-twin approach has been
shown to yield accurate classifications. Although our exper-
iments are performed on a size-limited initial dataset, we
plan to aggregate a dataset that incorporates both the quan-
tity and quality requirements for developing ML models in
the future.
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