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Physicians thinks input?
LLM thinks input?
Are they alike??







Study Design



Evaluation Design



MedPAIR Dataset



Highly relevant sentences are consistently 
longer and more uniform in structure



Humans and LLMs Disagree on Information 
Relevance



Human Relevance Improves LLM Performance



LLM Relevance Estimates Improves LLM QA’s 
Performance



Contributions
MedPAIR is a first benchmark step to matching the 
relevancy annotated by clinical professional labelers to 
that estimated by LLMs. The motivation for MedPAIR is 
to ensure that what the LLM finds relevant in a clinical 
case closely matches what a physician trainee finds 
relevant.



EHR

Next Step?


